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Abstract: Motion artifacts, from such sources as heartbeats, respiration, or peristalsis, often
degrade microscopic images or videos of live subjects. We have developed a method using circular
optical coherence tomography (OCT) scans to track the transverse and axial motion of biological
samples at speeds ranging from several micrometers per second to several centimeters per second.
We achieve fast and high-precision measurements of the magnitude and direction of the sample’s
motion by adaptively controlling the circular scan pattern settings and applying interframe and
intraframe analyses. These measurements are the basis of active motion compensation via
feedback control for future in vivo microscopic and macroscopic imaging applications.

© 2023 Optica Publishing Group under the terms of the Optica Open Access Publishing Agreement

1. Introduction

Motion artifacts, from such sources as heartbeats, respiration, or peristalsis, often degrade
images or videos of live subjects. For example, during confocal or two-photon microscopy in
neuroscience studies, sample motion artifacts hinder researchers in visualizing micrometer-level
structures and recording long-period time-lapse data [1–3]. Moreover, since any biomedical
imaging system has a confined field of view (FOV), severe sample motion can shift the target
region out of the FOV during the image acquisition. Motion correction algorithms have been
proposed to reduce and compensate the artifacts based on the acquired data [4–6]. However, these
solutions may require multiple volumetric scans and the post-processing approach precludes
real-time correction if the sample is moving out of the FOV during long-period acquisition.
Specialized holders have been developed to limit the subject’s activity and keep the target within
the FOV [7–9], but such artificial shackles can also change the behavior of living subjects [10,11].

One alternative is motion tracking, which can provide feedback to the imaging system’s
control, adaptively following the subject within the FOV and decreasing or even eliminating
motion artifacts. Several motion tracking algorithms [12–14] are in use for various applications,
such as autonomous driving, but only a few [15–19] can be used at the microscopic level. An
ideal motion tracking system for microscopy applications, without constraining the sample or
the imaging system, should provide the high spatial and temporal resolution needed to achieve
high measurement accuracy. Among many imaging modalities, optical coherence tomography
(OCT), which is a non-invasive, label-free, real-time, three-dimensional (3D) imaging technique
[20], is a promising candidate. Previous methods for tracking motion in OCT relied on speckle
decorrelation analysis [21–25]. Liu et al. [23] explored the essential relationship between the
displacement of two axial scans (A-scans) and their cross-correlation coefficient (XCC). Since
the speckle size is on the same order of magnitude as the OCT resolution [21,26], speckle
decorrelation analysis is more accurate than conventional frame-to-frame position tracking
[12,13]. Speckle decorrelation analysis uses the principles of OCT signal formation and detection
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to connect two A-scans’ displacement and their XCC. We can derive the signal formation for
each A-scan from the sample scattering distribution and the system’s point spread function
[23]. Meanwhile, the XCC of two A-scans is calculated using their signal intensity profiles [26].
Therefore, the value of XCC can be used to estimate the position displacement between two
A-scans.

Motion tracking based on speckle decorrelation analysis has been applied to track the
nonconstant beam scanning speed of an OCT system [25]. It also has helped to correct motion
artifacts caused by one-dimensional (1D) nonuniform probe scanning in hand-held OCT [22,23].
To track two-dimensional (2D) transverse motion, Liu et al. [24] scanned the sample circularly,
capturing both the magnitude and the direction of the motion. However, their study reported
the speed of the sample motion only in the range from 0.2 mm/s to 1.4 mm/s, a change of less
than one order of magnitude. But actual sample motion often varies from the micro to the macro
level, and tracking it requires a motion tracking method with a high dynamic range.

Here, we propose a method to track the transverse sample motion over an extended speed
range, from several micrometers per second to several centimeters per second. We achieve this by
adaptively controlling the circular scan pattern settings and applying interframe and intraframe
analyses. In addition, we provide a detailed analysis of extracting the magnitude and direction of
the sample motion. Further, we add axial motion tracking analysis to achieve 3D motion tracking.
Several experiments validate our motion tracking method and demonstrate its ability to track
programmed transverse motion patterns and the respiration of a mouse through the movements
of the mouse’s skin.

2. Methods

When we repeatedly scan a light beam in a circle over a stationary sample (Fig. 1(A)), we will
acquire the same image in each scan, and the distances between adjacent sampling points, or
A-scans, on the circle are uniform. If the sample starts to move slowly in the transverse plane, or
the XY plane (Fig. 1(B)), the low-speed movement will not significantly change the distances
between the sampling points within the exposure time of a single A-scan. However, the transverse
movement will accumulate over a full circular scan and cause the object to have a small lateral
displacement, which will result in an offset between the second circular scan and the first one
(Fig. 1(C)). If the sample moves fast, the relative speed between the sample motion and beam
scanning speed will cause a large change, sufficient to change the spacing between A-scans within
one circular scan (Fig. 1(D)). Hence, through precise measurements of the displacements between
every circular scan or A-scan within each circle, we can accurately determine the speed and
direction of the sample motion. Here, we propose two analysis models. One is called interframe
analysis, and the other is called intraframe analysis. A detailed analysis of how to extract the
magnitude and direction of sample motion from interframe and intraframe analyses is provided
below.

Interframe analysis focuses on the intersection region between the adjacent circular scans and
is aimed at tracking slow speed motion (micrometers per second to millimeters per second). Due
to the slow motion, two successive circular scans will be offset, and intersect each other, where
they scan over the same position. The black dashed rectangle in Fig. 1(C) outlines one of the
intersection regions between adjacent circular scans. By measuring the intersection positions, we
can derive the sample motion in the XY plane.

Intraframe analysis focuses on the displacement between adjacent A-scans within one circular
scan, aiming at tracking fast motion (millimeters per second to centimeters per second). As the
bottom black dashed rectangle in Fig. 1(D) shows, the displacement of two adjacent A-scans will
become very close, because the beam scanning velocity and the sample motion have the same
velocity direction (e.g., slow relative motion). Meanwhile, as the top black dashed rectangle
in Fig. 1(D) shows, there will be little overlap between two adjacent A-scans when the beam
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Fig. 1. Circular scanning pattern over a sample. (A) Top view of the circular scan (red)
on the sample (blue) when there is no sample motion. (B) Top view of the circular scan
beam trace left on the sample when the sample is moving with a speed of vm at angle α. The
green shape represents the position before the sample moved, and the blue represents the
sample’s position after moving. (C) Beam traces of two successive circular scans when
the sample moves along the positive x-axis. The red cycloid represents the first circular
scan, and the blue cycloid represents the second. The blue and red beam spots in the black
dashed rectangle are in the intersection between the two successive circular scans. (D)
Representation of a single circular scan beam trace where vm has increased. The pink and
green beam spots in the black dashed rectangles show the relative positions of adjacent
A-scans in different regions along the trajectory.

scanning velocity and the sample motion have opposite velocity directions (e.g., fast relative
motion). By analyzing the changes in the displacement of pairs of adjacent A-scans within one
circular scan, we can learn how the sample moves in the XY plane.

To track axial motion, since each OCT A-scan contains depth information, we analyze the
cross-correlation of images between successive circular scans to learn the displacement in the
axial direction and further determine the sample’s axial motion.

With these analyses, we can track the speed and direction of the sample’s motion in 3D over
a high dynamic range by repeatedly performing circular scans over the sample. Furthermore,
because OCT has micron-scale resolution in both the axial and transverse dimensions and can
acquire hundreds of thousands of A-scans per second, high spatial and temporal resolution
measurements can be obtained.

2.1. Circular scan pattern settings

Three parameters control the circular scan pattern, the spacing between A-scans, and the OCT
beam scanning speed: the radius of the circular scan (R, Fig. 1(A)), the number of sampling
points (A-scans) acquired in one circular scan (NA), and the exposure time at each sampling
point (te). Thus, each circular scan will take a total time T = NAte, which also determines the
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frame rate or temporal resolution of our motion tracking. The spacing between adjacent A-scans
in the transverse plane is δd = 2πR

NA
, and the beam scanning speed is vs =

2πR
NAte . Without loss of

generality, we set our circular scan’s direction to be counterclockwise and its start phase to be
zero.

2.2. Transverse motion tracking

2.2.1. Speckle decorrelation analysis

To calculate the displacement between adjacent A-scans from their intensity, we follow the
speckle decorrelation analysis described in [23]. The XCC between two A-scans is calculated
from their depth-dependent intensity profile, expressed by Eq. (1) [26], where N is the number of
pixels per A-scan, ζ is the axial pixel index, Ii(ζ) and Ij(ζ) are the intensities of two different
A-scans at axial pixel index ζ , and Ī and σI are the mean and standard deviation of the A-scan
intensity I(ζ).

XCCi,j =
1
N

N∑︁
ζ=1

(Ii(ζ) − Ii)(Ij(ζ) − Ij)

σIiσIj
. (1)

The relationship between the square of the displacement (d2) between two A-scans and their
XCC is expressed in Eq. (2) [23], where ω0 is the OCT Gaussian beam waist as well as the
transverse resolution of the OCT system.

d2
i,j = ω

2
0 ln

(︃
1

XCCi,j

)︃
. (2)

Therefore, we can combine Eq. (1) and Eq. (2) to measure the d2 between two A-scans
by calculating their XCC from their intensity. Our motion tracking method will rely on this
relationship.

2.2.2. Coordinate system setup for tracking transverse motion

We define the origin of the coordinate system to be the center of the circular scan. The x and y
axes, shown in Fig. 1(A), define the transverse plane. As shown in Fig. 1(B), when the sample
is moving at a speed vm in an angle α, a circular scan beam on the sample will trace a cycloid.
Assuming the first A-scan started at t = 0, the coordinates (x(t), y(t)) of the scanning beam at
time t over the sample can be written as follows:

x(t) = −vm cos(α)t + R cos
(︃

2πt
NAte

)︃
, (3)

y(t) = −vm sin(α)t + R sin
(︃

2πt
NAte

)︃
. (4)

2.2.3. Interframe analysis

When a sample moves slowly, interframe analysis uses the intersection region between two
successive circular scans to derive the magnitude and direction of the sample’s motion (Fig. 1(C)).
For each A-scan on the first circular scan Ai at ti = (i − 1)te, we have the corresponding coordinates
(x(ti), y(ti)), and for each A-scan on the second circular scan Aj at tj = (j − 1)te + T , we have the
corresponding coordinates (x(tj), y(tj)). We use i∗ and j∗ to represent the corresponding indices
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of the intersecting A-scans between two circular scans. Hence, we have

(x(ti∗ ), y(ti∗ )) ≈ (x(tj∗ ), y(tj∗ )). (5)

Using x(ti∗ ) ≈ x(tj∗ ) from Eq. (5), we can derive vmx , which is the sample motion projected
speed on the x-axis, where

vmx (i
∗ − 1)te − R cos

(︃
2π(i∗ − 1)

NA

)︃
= vmx (NA + j∗ − 1)te − R cos

(︃
2π(j∗ − 1)

NA

)︃
, (6)

then,

vmx =
R

[︂
cos

(︂
2π(j∗−1)

NA

)︂
− cos

(︂
2π(i∗−1)

NA

)︂]︂
(NA + j∗ − i∗)te

. (7)

Similarly, we can find vmy , which is the sample motion projected speed on the y-axis, from
y(ti∗ ) ≈ y(tj∗ ), where

vmy =
R

[︂
sin

(︂
2π(j∗−1)

NA

)︂
− sin

(︂
2π(i∗−1)

NA

)︂]︂
(NA + j∗ − i∗)te

. (8)

Thus, as v2
m = v2

mx + v2
my , we use Eq. (7)2 + Eq. (8)2 to calculate the speed of sample’s motion:

v2
m = v2

mx + v2
my

=

R2
{︃[︂

cos
(︂

2π(j∗−1)
NA

)︂
− cos

(︂
2π(i∗−1)

NA

)︂]︂2
+

[︂
sin

(︂
2π(j∗−1)

NA

)︂
− sin

(︂
2π(i∗−1)

NA

)︂]︂2
}︃

(NA + j∗ − i∗)2t2e

=
4R2sin2

(︂
π(j∗−i∗)

NA

)︂
(NA + j∗ − i∗)2t2e

.

(9)

Hence, the speed of the sample’s motion is written as:

vm =
2R

|︁|︁|︁sin
(︂
π(j∗−i∗)

NA

)︂|︁|︁|︁
(NA + j∗ − i∗)te

. (10)

For simplicity, we define the offset of the intersection indices as ε∗ = j∗ − i∗. When NA ≫ ε∗,
we apply the first-order approximation and simplify Eq. (10):

vm =
2πR|ε∗ |

N2
Ate

. (11)

Meanwhile, the angle can be calculated as tan(α) = vmy
vmx
=

Eq. (8)
Eq. (7) , where

tan(α) =
vmy

vmx

=
sin

(︂
2π(j∗−1)

NA

)︂
− sin

(︂
2π(i∗−1)

NA

)︂
cos

(︂
2π(j∗−1)

NA

)︂
− cos

(︂
2π(i∗−1)

NA

)︂
= − cot

(︃
π(i∗ + j∗ − 2)

NA

)︃
.

(12)

Therefore, the direction of the sample motion can be calculated from Eq. (12):

α =
π(i∗ + j∗ − 2)

NA
+
π

2
. (13)
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2.2.4. Intraframe analysis

When the sample speed increases, the distance between A-scans will no longer be uniform within
one circular scan (Fig. 1(D)). Thus, to measure the sample’s motion, we switch to analyzing the
spacing between adjacent A-scans within a single circular scan. We note the coordinates of i-th
A-scan, (x(ti), y(ti)), and the coordinates of i + 1-th A-scan, (x(ti+1), y(ti+1)). The square of the
distance (d2

i,i+1) between adjacent A-scans, Ai and Ai+1, on one circular scan is

d2
i,i+1 = (x(ti) − x(ti+1))

2 + (y(ti) − y(ti+1))
2. (14)

From Eq. (3) and Eq. (4), we can further expand Eq. (14) to

d2
i,i+1 =

[︃
−vm cos(α)te − 2R sin

(︃
(2i − 1)π

NA

)︃
sin

(︃
π

NA

)︃]︃2

+

[︃
−vm sin(α)te + 2R cos

(︃
(2i − 1)π

NA

)︃
sin

(︃
π

NA

)︃]︃2

= v2
mt2e + 4vmteR sin

(︃
π

NA

)︃
sin

(︃
α −

(2i − 1)π
NA

)︃
+ 4R2sin2

(︃
π

NA

)︃
.

(15)

Therefore, we can observe that d2
i,i+1 is a sine function of the A-scan index i, as

d2
i,i+1 = A sin(ψ) + C, (16)

where A = 4vmteR sin
(︂
π

NA

)︂
, C = 4R2sin2

(︂
π

NA

)︂
+ v2

mt2e , and ψ = α −
(2i−1)π

NA
.

Since NA ≫ π, we have sin
(︂
π

NA

)︂
≈ π

NA
. We then use the amplitude of the sine function (A) to

derive the speed of the sample’s motion,

vm =
ANA

4πteR
(17)

Meanwhile, from the sine function, we can determine the index i∗ that reaches the minimum,
where ψ = 3π

2 . Thus, the direction of the sample’s motion is

α =
(2i∗ − 1)π

NA
+

3π
2

. (18)

2.3. Axial motion tracking

To track the axial motion, we analyze the cross-section image displacement between successive
circular scans. Since the A-scan retrieves the depth information, if the sample motion has z-axis
speed component, vmz , there will be a position offset ∆z from frame to frame.

Figure 2(A) is a flowchart of axial motion tracking with OCT. We first load two successive
circular scans and designate the first one as our reference. On the second circular scan, we apply
2D XCC analysis [27] to calculate the similarity to the reference, searching from top to bottom.
We record the displacement in the depth direction, ∆z, as where the maximum XCC position is.
This displacement indicates that the sample moved by ∆z in the axial direction after a circular
scan cycle. Since each circular scan will take T = NAte, the velocity of the sample’s axial motion
can be expressed as

vmz =
∆z

NAte
. (19)
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Load two successive 
circular scans, and 

choose the first one as 
reference

Using XCC to find the 
shi�s in depth based on 
the structure near the 

sample’s surface

From the shi�s, 
calculate the axial 

mo�on’s speed and 
direc�on

A

Fig. 2. Illustration of axial motion tracking. (A) Flowchart of axial motion tracking. (B)
Sketch showing a cross-section view of a circular scan image, where the dashed line is the
sample surface before movement and the solid line is sample surface after axial motion.

2.4. OCT system setup

A customized spectral domain OCT (SD-OCT) system, shown in Fig. 3, performs the circular
scan for our motion tracking. We use an SLED (Exalos, EBD291023-02, λ0 = 1300 nm,
∆λ = 175.6 nm) as the broadband light source, which provides an axial resolution at about
5.3 µm. We use a spectrometer (Cobra 1300, Wasatch Photonics) with a 2048-pixel InGaAs
line-scan camera (Sensors Unlimited, GL2048) to measure the spectral interference pattern of
the OCT signals. The maximum A-scan rate of the camera is 147 kHz, which provides a fastest
A-scan exposure time of te = 6.8 µs. The slowest A-scan exposure is te = 105 µs. We use a
5X objective lens (Mitutoyo M Plan Apo NIR) to image the sample. The measured transverse
resolution, which is the same as the beam waist ω0, is 3.9 µm.

Fig. 3. Schematic of the SD-OCT system for motion tracking measurements.

The circular scan pattern projected over the sample is generated by applying two orthogonal
sine wave voltages in the 2D galvanometer (GVS002, Thorlabs) on the sample arm, shown in
Fig. 3. The voltage (VR) sent to the galvo system controls the radius of the circular scan, where
R = kVVR. The coefficient kV represents the physical displacement of the probing beam at the
focal plane corresponding to the galvo driving signal. It is calibrated by assigning different
voltages to the 2D galvo system and measuring the corresponding physical scanning range on a
US Air Force 1951 test target (DA052, Max Levy).

A two-axis precision motor stage (ALS130-100-NC-LTAS, Aerotech) and a Z-axis stepped
motor stage (42BYG250Bk, Syntron) move the sample under the objective lens to control its
speed and direction.
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2.5. Sample preparations

To illustrate our motion tracking method, we used multilayer tapes and slices of defrosted chicken
breast and onions as the imaging targets. Since mouse is a widely used experimental animal
model in many applications, we also demonstrate our motion tracking by tracking a mouse’s
breath under anesthesia by imaging the fluctuations of the mouse’s skin. A wild-type mouse was
anesthetized using a mixture of Ketamine and Xylazine [28], had its hair removed exposing the
skin, and was placed in a supine position over a heating pad to perform the experiments. Animal
experiments were performed in accordance with protocols approved by the institutional animal
care and use committee (IACUC) at Washington University in St. Louis.

3. Results

3.1. XCC sensitivity and noise floor

To verify how accurately and sensitively we can convert the XCC of A-scans to the square of their
displacement, we first kept the sample stationary but varied NA from 100 to 8000 in one circular
scan to change the density of the A-scans. From the geometry, we calculated the relationship
between the square of the displacement of two adjacent A-scans in one circle (d2

i,i+1) and NA,
which is d2

i,i+1 =
4π2R2

N2
A

. Combining the result with Eq. (2), we get

XCCi,i+1 = exp

(︄
−

4π2R2

ω2
0N2

A

)︄
. (20)

We tested Eq. (20) with samples of tape, onion, and chicken breast. As seen in Fig. 4, for each
circular scan, we calculated the average of the XCC for all pairs of adjacent A-scans. We also
calculated the theoretical value of XCC based on Eq. (20) and plotted the result as the red line
in Fig. 4. When NA is large enough, which implies d2 between adjacent A-scans is small, the
experimental XCC values of all three samples are close to the theoretical values. However, when
NA is small, which implies d2 between two A-scans is large, we observe mismatch. Due to the
structure of the sample and the intrinsic noise of the OCT signal, an XCC noise floor (ρ0) occurs
where no matter how much we increase the displacement between two A-scans, and the value of
XCC will never be lower than that floor. This noise floor affects the accuracy of the conversion
from XCC to d2. Hence, to avoid the noise floor effect, we must set circular scan pattern settings
to give enough overlap between A-scans.

Fig. 4. The relationship between NA and XCC, showing the XCC noise floor for different
samples.
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3.2. Transverse motion tracking verification

3.2.1. Interframe analysis for slow motion

Using a slice of onion as a test example, we set the sample speed at 0.8 mm/s and the circular
scan pattern settings as NA = 2000, te = 20 µs, and R = 0.9 mm. We moved the sample along
the positive x-axis to test the interframe analysis. Visualization 1 demonstrates the recording
of several continuous circular scans for the interframe analysis. Figure 5(A) and (B) show two
cross-section images of two adjacent circular scans. Highly similar structures are observed within
the red and yellow rectangles. As indicated by the white arrows in Fig. 5(A), the structure in the
red rectangle is shifted slightly to right in Fig. 5(B), while the structure in the yellow rectangle is
shifted slightly to the left. These shifts indicate that the adjacent circular scans have scanned
the same region over the sample, so the offset, or the intersection, has been clearly captured. To
estimate the magnitude and direction of the sample motion from Eq. (11) and Eq. (13), we need
to know the intersection indices for both the first circular scan and the second circular scan to
derive the intersection index offset, ε∗.

A

B

400 um

400 um

C D

Fig. 5. Experimental results of interframe analysis in transverse motion tracking. (A) and
(B) Cross-section images of the onion slice from the first and second circular scans. (C)
Max XCC value for each i-th A-scan among all the j-th A-scans. (D) Detected intersection
index offset ε∗.

Based on Eq. (1), we computed the XCC between all pairs of A-scans in the first and the second
circular scans. To find the intersection earlier described by Eq. (5), we recall that, according
to Eq. (2), the higher the value of XCC, the closer the two A-scans will be. We first choose
the j-th A-scan that most highly correlates with each i-th A-scan, and we plot the results in
Fig. 5(C), where the x-axis represents each i-th A-scan on the first circular scan, and the y-axis
represents the maximum value of XCC among all the j-th A-scans. We applied XCC thresholding
according to bimodal distribution to remove the background noise, where the A-scans have low
correlation. Then, we can find the intersection index offset, ε∗, plotted in Fig. 5(D), based on the
corresponding i∗ and j∗.

https://doi.org/10.6084/m9.figshare.22661428
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We first validated Eq. (11) of the interframe analysis, which expresses the magnitude of slow
sample motion. We fixed the sample speed at vm = 0.5 mm/s, R = 0.9 mm, and te = 20 µs, but
changed NA from 1000 to 8000 and plotted the relationship between N2

A and |ε∗ | in Fig. 6(A).
We fixed NA = 6000 and te = 20 µs, but changed R from 0.15 mm to 2.1 mm and plotted the
relationship between 1

R and |ε∗ | in Fig. 6(B). Last, we fixed NA = 6000 and R = 0.9 mm, but
changed te from 6.8 µs to 105 µs, and plotted the relationship between te and |ε∗ | in Fig. 6(C). To
verify the use of different control variables, we fitted the experimental results and plotted them as
red dashed line in each figure. The linearities in Figs. 6(A), 6(B), and 6(C) prove the correctness
of Eq. (11).

A B C

D E

Fig. 6. Verification of the interframe analysis. (A) Changing NA. (B) Changing R. (C)
Changing te (D) Using different circular scan patterns to extract different detectable speed
ranges of the sample motion. (E) Verification of detecting the direction of the sample motion.

Equation (11) also tells us that by adjusting different settings of the circular scan patterns, the
interframe analysis can capture different ranges of sample motion. Therefore, we also tested
three different circular scan pattern settings with three different speed ranges. We started with a
circular scan pattern at NA = 6000, te = 20 µs, and R = 0.9 mm. The blue dots with error bars in
Fig. 6(D) show the experimental results, with sample motion speeds ranging from 10 µm/s to
0.9 mm/s. Our second circular scan pattern settings were NA = 4000, te = 20 µs, and R = 0.9
mm. We varied the sample speed from 0.4 mm/s to 1 mm/s and plotted the experimental results as
black dots with error bars in Fig. 6(D). The last circular scan pattern used settings of NA = 2000,
te = 20 µs, and R = 0.9 mm, tested over a sample speed range from 0.8 mm/s to 3 mm/s. The
experimental results are plotted in green in Fig. 6(D). The red dashed fitted lines in Fig. 6(D)
show the linearity between the sample speed and the absolute value of the intersection index
offset, |ε∗ |, from Eq. (11). The three different circular scan pattern experiments show that by
changing different settings of the circular scan patterns, with the interframe analysis, we can
cover a detectable speed range from several micrometers per second to several millimeters per
second. From Eq. (11) and our experimental results, we know that to detect slower speeds in
this range we can increase NA, decrease R, or increase te, while to detect faster speeds, we can
decrease NA, increase R, or decrease te.

To validate the direction detection estimated by the interframe analysis from Eq. (13), we fixed
the sample motion speed at 0.5 mm/s and set our circular scan pattern at NA = 2000, te = 20 µs,
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and R = 1.5 mm. We varied the direction of the sample motion over 360◦, and we recorded
the corresponding i∗ and j∗ used in Eq. (13). We then calculated α and plotted its changes
corresponding to our experimental settings in Fig. 6(E). The red dashed line, y = x, shows the
direction detection ability of the interframe analysis, with an average error of ∼1.3◦.

3.2.2. Intraframe analysis for fast motion

Using a slice of defrosted chicken breast, we set the speed of sample motion at 7.5 mm/s and set
the circular scan pattern to NA = 10000, te = 60 µs, and R = 0.75 mm. We moved the sample
along the positive x-axis to demonstrate the intraframe analysis for fast motion. Figure 7(A)
shows a single circular scan cross-section image of the chicken breast. The OCT image inside
the red rectangle in Fig. 7(A), zoomed in view in Fig. 7(C), looks stretched because of the high
concentration of A-scans within close positions, which are highly correlated. In contrast, the OCT
image inside the green rectangle in Fig. 7(A), zoomed in view in Fig. 7(B), is well-delineated.
The A-scans here are from distinct locations, which are lowly correlated. Based on Eq. (1),
we calculated the XCC between all pairs of adjacent A-scans in one circular scan and plotted
the results in Fig. 7(D). The maximum and minimum positions of the XCC value match our
observation in Fig. 7(A). We further used Eq. (2) to convert the XCC into d2 between the adjacent
A-scans, as shown by blue dots in Fig. 7(E). We fitted the experimental results using a sine curve,
as Eq. (16) describes and as shown by the red dashed line in Fig. 7(C). From the amplitude and
the phase of the fitted sine curve, we then calculated the magnitude and direction of the sample
motion.

A

B

C

D

E

Fig. 7. Experimental results of intraframe analysis. (A) Cross-section image of the chicken
breast in one circular scan. (B) Zoomed in view of the green rectangle region where the
speckles of the signal are well-delineated. (C) Zoomed in view of the red rectangle region
where the speckles of the signal are stretched. (E) Curve of the value of XCC corresponds to
(A). (E) Calculated d2 value based on the value of XCC in (B). The scale bars in (A), (B)
and (C) are 200 µm.

To verify Eq. (17) of the intraframe analysis, where we derive the sample motion, we first
set the sample speed to vm = 12 mm/s and the circular scan pattern settings to R = 1.2 mm
and te = 20 µs, but changed NA from 6000 to 11000 and plotted the relationship between the
amplitude of the sine curve of d2

i,i+1 (Eq. (16)) and 1
NA

in Fig. 8(A). We then set NA = 8000 and
te = 20 µs, but changed R from 0.12 mm to 1.2 mm, and plotted the relationship between the
amplitude of the sine curve and R in Fig. 8(B). Last, we set NA = 6000 and R = 0.9 mm, but
varied te from 6.8 µs to 105 µs, and plotted the relationship between te and the amplitude of the
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sine curve in Fig. 8(C). In all cases, for the experimental results in Figs. 8(A), 8(B), and 8(C), we
fitted them with the red dashed lines. The agreement of the linear relationship with the amplitude
of the sine curve demonstrates the correctness of Eq. (17).

A B C

ED

Fig. 8. Verification of the intraframe analysis. (A) Changing NA. (B) Changing R. (C)
Changing te. (D) Using different circular scan patterns to extract the different detectable
speed ranges of the sample motion. (E) Verification of detecting the direction of the sample
motion.

Similar to the interframe analysis, Eq. (17) in the intraframe analysis tells us that changing the
circular scan patterns will lead to different ranges of detectable motions. As a test, we set three
different circular scan patterns and varied the sample speed ranges. The first circular scan pattern
settings were NA = 12000, te = 20 µs, and R = 1.2 mm, and we varied the sample speed from
1 mm/s to 6 mm/s. The second pattern settings were NA = 6000, te = 20 µs, and R = 0.9 mm
and we varied the speed from 4 mm/s to 16 mm/s. The third pattern settings were NA = 5000,
te = 20 µs, and R = 0.72 mm, and we varied the speed from 14 mm/s to 22 mm/s. Figure 8(D)
shows the amplitude of the sine curve (Eq. (16)) for each of these conditions in blue, black,
and green dots with error bars. We also plotted the fitted lines in red dashed in Fig. 8(D) to
show the linear correspondence between the sample speed and the amplitude of the sine curve
from Eq. (17). The experimental results show that by changing different settings of the circular
scan patterns, we can use intraframe analysis to cover the detectable speed range from several
millimeters per second to several centimeters per second. From Eq. (17) and our results, we
know that to detect the slower speeds in this range with intraframe analysis, we can decrease
NA, increase R, or increase te, while to detect faster speeds, we can increase NA, decrease R, or
decrease te.

Finally, to verify Eq. (18) for detecting the direction of the sample motion in the intraframe
analysis, we fixed the speed of the sample motion at 7.5 mm/s and set our circular scan pattern at
NA = 10000, te = 60 µs, and R = 0.75 mm. We varied the direction of the sample motion over
360◦ and obtained the phase of the sine curve (Eq. (16)) from experimental data. We plotted
the calculation results in Fig. 8(E) as blue dots with error bars, where the x-axis represents the
change in the angle setting of the sample motion and the y-axis represents the angle change
calculated from analysis. The red dashed line, a y = x, plotted in Fig. 8(E), shows the direction
detection ability of the intraframe analysis, with an average error of ∼4.2◦.
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3.2.3. Transverse motion tracking extracts motion pattern

To show the capability of our method in the transverse plane, we designed a 2D transverse sample
motion pattern, the joined letters “WU”, shown in Fig. 9(A) by the purple line and red arrows.
This motion pattern demonstrates that our method can handle four basic motion conditions: 1)
Both speed and direction change at the same time, 2) Speed changes, but direction does not, 3)
Direction changes, but speed does not, and 4) Neither speed nor direction changes. We coded the
motion pattern into the X-Y stage controller software to move a multilayer tape sample. Next, we
started the circular scan acquisition and then started the stage movement. The circular pattern
was set at NA = 4000, R = 0.9 mm, and te = 20 µs. We calculated the magnitudes and directions
of the sample motion, plotted in Fig. 9(B) and 9(C). We also plotted the designed values. The
average accuracy of the tracked speed is 98.1%, where the error is ∼0.004 mm/s. The average
accuracy of the tracked direction is ∼99.7%, where the error is ∼0.3◦. With the calculated speed
and angle, we drew the extracted sample motion pattern from our motion tracking in Fig. 9(A),
with blue dots overlapping with the red designed pattern. Visualization 2 demonstrates this
experiment in detail.

A B

C

Fig. 9. Motion pattern extraction. (A) Designed and tracked motion pattern. (B) Designed
and tracked magnitude of the sample motion. (C) Designed and tracked direction of the
sample motion.

3.3. Axial motion tracking verification

To verify our axial motion tracking, we fixed the X-Y stage but set the Z-stage at different speeds
to move the chicken breast sample up or down. To extract the z-axis speed component, vmz , we
followed the flowchart shown in Fig. 2(A). Figure 10(A) and (B) are cross-section images of OCT
circular scans before and after the Z-stage movement. We drew the red dashed line in Fig. 10(A)
and 10(B) to represent the surface location before the axial motion. We also drew the yellow
dashed line in Fig. 10(B) to represent the surface location after the axial motion. We can see an
obvious axial shift, ∆z. Though we demonstrated the axial shift at the sample’s surface, we used
the sample’s structural information near the surface for motion tracking. We changed the axial
sample motion speed from 0.3 mm/s to 2.7 mm/s, then we plotted the axial pixel offset and the
axial speed as blue dots with error bars in Fig. 10(C). We also plotted our fitted result as the red
dashed line. The linearity again proves the correctness of Eq. (19), which shows the ability of
our axial motion tracking.

https://doi.org/10.6084/m9.figshare.22661431
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A C

B

400 um

400 um

Fig. 10. Verification of axial motion tracking. (A) and (B) Cross-section OCT circular scan
images of the chicken breast before and after Z-stage moving. (C) Experimental results for
different axial sample speeds.

3.4. Motion tracking of mouse breathing in vivo

Since a mouse usually has a very high breathing frequency, we needed a suitable frame rate for
axial motion tracking. To track the mouse’s breath, we set the circular scan pattern at NA = 600,
R = 0.15 mm, and te = 10 µs. Thus, the frame rate is ∼166 Hz. We removed the mouse’s hair
around its chest and performed circular scans over this region, as shown in Fig. 11(A). The axial
motion tracking experimental results are shown in Fig. 11(B). The average breath rate calculated
by the time differences from peak to peak is 195.22 breaths per minute, which matches a healthy
mouse’s breath rate under anesthesia [28]. During breathing, the absolute axial motion speed of
the chest reached ∼5.5 mm/s. Visualization 3 records the OCT circular scans during the mouse
breathing. To test our motion tracking in 3D, we added a transverse motion to the mouse by
moving the stage at 0.8 mm/s. Therefore, the XY plane motion was provided by the stage and
the Z direction motion was provided by the mouse breathing. Considering the small size of the
mouse’s chest, we applied interframe analysis and switched our circular scan pattern settings to
NA = 1500, R = 0.3 mm, and te = 40 µs. From Eq. (11), we then calculated the magnitude of the
average transverse motion as 0.78 mm/s. These results demonstrated that our motion tracking
could be applied to future in vivo imaging scenarios.

A B

Fig. 11. Motion tracking of mouse skin. (A) Sketch of the mouse and where the circle
scan was performed (red circle). The white position is where the hair on the chest has been
removed. (B) Axial motion tracking results.

https://doi.org/10.6084/m9.figshare.22661425
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4. Discussion

Our results showed that by changing different settings of the circular scan pattern, both interframe
and intraframe analysis could detect different speed ranges in transverse motion tracking.
Furthermore, the detectable speed ranges overlapped between both analyses, which provided a
bridge for switching different analysis approaches when the speed of the sample motion became
faster or slower. However, our analyzes have minimum and maximum detectable speeds for
any one circular scan pattern setting. When the magnitude of the sample motion exceeds the
detectable speed range for that circular scan pattern, the scan pattern may be conveniently adjusted
to accommodate the desired detection range.

The minimum detectable speed is limited by the interframe analysis, as determined by Eq. (11).
Since the absolute value of the intersection index offset ε∗ is an integer, its minimum value will
be 1. In other words, if ε∗ is lower than one, we cannot detect the motion between two adjacent
circular scans, and the interframe analysis will assume that the sample does not move, i.e., two
successive circular scans are almost identical. Therefore, we have the theoretical minimum
detectable speed of interframe analysis, as expressed in Eq. (21):

vmmin =
2πR
N2

Ate
. (21)

If the speed that we want to detect is slower than what we calculated from Eq. (21), there
are two options. The first is to analyze the third circular scan or even more subsequent circular
scans and find the intersection region with the first circular scan. The other option is to consider
changing the settings of the circular scan patterns. If we increase NA or te to slow down the single
circular scan period, the sample motion will traverse a noticeable distance between two adjacent
circular scans. We can also decrease R or increase NA to get finer resolution for tracking the
sample motion. However, since the distance of two adjacent A-scans on the circle is 2πR

NA
, we

must be careful when changing the values of NA and R, where the pixel size must be greater than
or equal to half of the beam waist ω0 to match the sampling theorem and to avoid interference
from the XCC noise floor. If we decrease the beam waist, in other words, increase the transverse
resolution, we can obtain better resolution to detect lower speeds.

The maximum detectable speed is determined by the intraframe analysis and is limited by the
XCC noise floor (ρ0). When we convert the XCC from acquired data to the square of the distance
(d2) between adjacent A-scans within one circular scan based on Eq. (2), once the relative speed
between the sample motion and the beam scanning velocity is too large, the conversion will lose
accuracy. To retrieve all the information of the fitted sine curve in Eq. (16) correctly, we need
max(d2

i,i+1) ≤ d2
0 , where d0 is the maximum displacement that can be detected from the noise

floor of the XCC, as calculated in Eq. (22):

d2
0 = ω

2
0 ln

(︃
1
ρ0

)︃
. (22)

Then, we have the maximum speed that can be detected derived in Eq. (23):

vmmax =
d0
te

−
2πR
NAte

. (23)

If the speed we want to detect is faster than Eq. (23), we also have two options for tracking
the faster speed under two conditions. Intraframe analysis relies very heavily on a suitable
relative speed between the beam scanning velocity and the sample motion. If the sample speed is
slower than the scanning velocity, but it exceeds the value Eq. (23) defines, we must increase
NA or decrease te to reduce the beam scanning speed and get closer to the magnitude of the
sample motion, or we can decrease R to increase the correlation of the two adjacent A-scans. In
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these ways, changing the circular scan pattern settings makes the sine curve of Eq. (16) better
defined. If the sample speed is faster than the beam scanning speed, we can choose to focus on
the minimum of the sine curve and its A-scan index, as Eq. (16) expressed. In this case, the
maximum speed of detection can be extended to Eq. (24):

vmmax =
d0
te
+

2πR
NAte

. (24)

Two different analysis approaches and the adjustments of circular scan pattern settings are
indispensable for our high dynamic range motion tracking. If we only use interframe analysis,
when we decrease NA or increase R to detect high-speed motion, the displacement between
A-scans will increase, and the intersection of two adjacent circles cannot provide enough overlap
to calculate XCC accurately. Thus, the interframe analysis will lose its accuracy for high-speed
motion. If we only use intraframe analysis, although the highest detection speed has been clarified
in Eq. (23) and Eq. (24), when we decrease NA or increase R in order to test the low-speed motion,
there will be insufficient overlap between adjacent A-scans for accurate XCC calculation. Both
interframe and intraframe analysis are complementary in their speed detection range.

In the actual application of our 3D motion tracking, circular scanning will be continuously
performed over the sample. We may not need to always start the analysis from the place where the
start phase of scanning is equal to 0, and we also may not need to always scan counterclockwise.
Introducing a new start phase variable or clockwise scanning direction will not change the essence
of our analysis models. Prior knowledge or estimation of the measured speed range can be helpful
in setting the initial parameters and choosing whether to use interframe or intraframe analysis. In
practice, for the unknown speed range, scan parameter settings may be adaptively changed to
achieve optimal performance. Scan parameters may be fine-tuned to clearly distinguish the index
offset in interframe analysis or the amplitude of the sine curve in intraframe analysis. Meanwhile,
the choice of interframe or intraframe analysis also depends on which method can more clearly
extract the magnitude and direction of the sample motion.

The result of our motion tracking is the average value within the data acquisition time, which
is also determined by our frame rate or temporal resolution. It equals the reciprocal of the
multiplication of the adjustable parameters NA and te. When integrating our method with the
feedback loop control in the future, to reduce the latency, we can consider integrating the analyses
on the graphics processing unit (GPU) or field programmable gate array (FPGA).

5. Conclusions

This work demonstrates a 3D motion tracking method based on circular scans with OCT. We
developed two analysis models, intraframe and interframe analysis, to cover a broad range of
detectable speeds. Our experimental results demonstrated the accuracy of the motion tracking
method and showed its large-scale detectable speed range, extending from several micrometers
per second to several centimeters per second in transverse and axial directions. Further, we
discussed the strategies for changing the circular scan parameters under two different analysis
models to cover different speed ranges in tracking sample motion. The instructions for use will
be very helpful when combining this auxiliary motion tracking system with the primary imaging
system. In the future, automatic motion tracking will be implemented through feedback control,
and both transverse tracking and axial tracking analysis can be carried out independently and
compensated separately.

One limitation of this sample motion tracking method is that, within the circular scan region,
we assume that the sample is rigid and has only three rectilinear velocity vectors. However, the
sample may rotate, deform, or change its topology, so that not all A-scans will have the same axial
shift. To overcome this limitation, parallel OCT imaging [29,30] may be performed on different
regions of the sample to obtain a motion vector field in the future. Also, it is possible to combine
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the motion tracking methods with concentric-circle scanning OCT [31,32]. By changing the scan
radius over time, after reconstructing the A-scans’ positions with motion tracking compensation,
motion-artifact-free 3D OCT images can be obtained.
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